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ABSTRACT 

Current state-of-the-art automatic speech recognition (ASR) systems perform reasonably well on 
clean speech.  Their performance, however, deteriorates considerably in presence of noise or any 
mismatch between the testing and the training environments.  On the other hand, the human system is 
capable of a much more robust performance even in the presence of significant noise.  One of the reasons 
behind this deficiency in ASR systems is the limited knowledge about the human auditory system, speech 
characteristics and perception. 

In the first part of our work, we investigated the problems of auditory-based processing and feature-
based recognition, so as to improve the robustness of speech recognition systems.  A new auditory-based 
front-end speech processing system was developed, called the Average Localized Synchrony Detector 
(ALSD).  We also investigated the acoustic-phonetic characteristics of the obstruents in the framework of 
a front-end feature-based speaker-independent phoneme-based continuous speech recognition.  We 
studied several acoustic features for their information content and their possible role in the recognition.  
The features that proved to be vital and rich in their information were extracted and new rule-based 
algorithms were developed for manipulating these information-rich features for ASR. 

In the second part of our work, our focus was to extend the aforementioned research by the addition 
of a front-end, which will offer the advantage of enhancing the capabilities of that system in cases of 
performance degradation.  We focus on two particular problems of deterioration of ASR, (a) due to inter-
speaker variability, and (b) due to noisy background conditions with very low Signal-to-Noise (SNR) 
ratios.  For addressing case (a), we proposed applying voice conversion methods that have been popular 
within the area of Text-To-Speech (TTS) synthesis.  For this project, we were interested in conversion 
techniques that offer the possibility of feature transformation, which can be useful when the initially 
extracted features are far from those that the system has been designed for.  We proposed a new 
conversion algorithm that addressed previous shortcomings of existing algorithms in this area, with great 
success.  For case (b) we followed the novel approach that the problem of speech conversion has 
similarities with that of speech enhancement, when the source speech becomes the noisy speech, and the 
target speech becomes the clean speech.  Our results have shown that our feature conversion techniques 
can efficiently estimate the clean speech features from the noisy speech features, resulting in a significant 
improvement in performance especially in very noisy conditions. 

Finally, another direction where we concentrated on, was towards implementing the initially proposed 
rule-based system.  We performed a great amount of work towards the design and successful 
implementation of a real-time low-cost front-end for speech recognition that realizes the rule-based 
algorithm that was proposed in the initial stages of this research. 
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